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Abstract:
Foreign direct investment has become an important factor of development of economies in the last decades. However, its economic nature as well as its relationship with corruption has not yet been clarified in economic literature. Following previous theoretical research, mainly Dunning’s eclectic model, this paper evaluates the econometric relationship between corruption and foreign direct investment by testing three theoretically-based hypotheses: that corruption perception indicator is a stationary variable, that the relationship between corruption and foreign direct investment stock is statistically weak and that changes in foreign direct investment stock do not Granger cause changes in corruption. The verification is based on unit root tests, panel co-integration and Granger causality models performed on data from the Transparency International, the World Bank and the Heritage Foundation and the UN Conference on Trade and Development (UNCTAD) for 94 countries for the years 1998–2007. The results show that there is no significant relationship between the two variables.
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1. Introduction

Foreign direct investment (FDI) has become an important factor of development of economies in the last decades. Having numerous advantages, it has, however, not been proved to improve all aspects of the host country, especially its political environment. In this paper, we attempt to present a theoretical explanation and econometric verification of this fact on relation between corruption and FDI with the help of mainstream economic understanding of FDI and quantitative methods: unit root tests, panel co-integration models and panel Granger causality models.

The paper is divided into six parts beginning with the theoretical concept and ending with econometric results and general conclusion.
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2. FDI from the Mainstream Economics’ Point of View

The approach presented in this paper is based on the assumption that the existence and size of multinational corporations (MNCs) is not caused by economic effectiveness, but by some sort of government-created market failure/subsidies, see e.g. Evan (2006 and 2010).

In general, MNCs have additional costs linked to their operations in more than one country, compared to domestic (local) companies. Hymer (1960 and 1976) was the first author to draw attention to the fact that, in order to offset these expenses, MNCs must have some kind of special advantages. In 1969, together with Charles P. Kindleberger, Hymer came up with a claim that the existence of foreign direct investment (FDI) is per se incompatible with a liberal market, as, otherwise, domestic companies would have been in a more favourable position, compared to MNCs in terms of costs.¹

Before the Public Choice Theory constituted the concept of governmental failure, Hymer (1960 and 1976) and Kindleberger (1969) both stated that, as the competitive advantage of domestic companies does not materialize in the long-run and there is still plenty of thriving MNCs, some kind of a market failure must exist. Mainstream economists, in general, accepted this claim: e.g. Vernon and Wells (1972) and Caves (1982) used product life cycle theory as an explanation. However, profound incorporation of the idea into mainstream economics can be attributed to Dunning (1998) and his eclectic model of international production. In this paper, we follow Dunning’s findings, particularly his definitions of two advantages of MNCs.

The first one is the advantage of the so-called “net ownership”, which is internal for MNCs and is easily used in different countries. This advantage, such as trademarks, patents, know-how and other kinds of intellectual property, is crucial for MNCs. On the contrary, domestic companies do not possess such a benefit. The second one is the advantage of location, which depends on the character of the host country and is external for MNCs (it depends on the environment created by the host country’s government through investment incentives schemes).

It is significant in the Dunning’s concept that both advantages are of importance. Both are also dependent on governments of host countries and intergovernmental agreements and treaties, respectively. The length of the patent, the conditions of trade mark registration or license, the availability of monopoly over a certain resource or service, as much as tax holidays, financial or regulatory incentives, subsidized infrastructure are all forms of support available to MNCs, if agreed with the government of the host country. At the same time, the presence of MNCs is viewed by many politicians as an important

¹ In 1969 the only rational explanation of this problem was the fact that MNCs, operating globally, could optimize their costs by a) achieving economies of scale and b) delocalizing their production and having a richer choice of suppliers. In this paper, we exclude both factors from our analysis, as it is not clear whether these factors are the cause or the effect (which is more likely) of MNCs special advantages.
economic benefit and thus is supported; see e.g. the case of the Central and Eastern Europe.

Therefore, FDI seems to emerge more on political than economic (effectiveness-driven) basis and is linked to government interventions into the economy. If this relation had been broken, MNCs ceteris paribus would, most likely, be unable to pay for operations in various markets and would have to leave those markets, or, at least, they would face an important increase in costs and therefore in prices of their production. It is possible to state that MNCs are partly subsidized by governments, as in case of a protectionist trade policy; see Table 1 for comparison of the both.

Table 1
Comparison of Negative Effects Caused by Protectionist Trade Policy and Investment Incentives

<table>
<thead>
<tr>
<th>Negative effects caused by</th>
<th>tariffs and subsidies</th>
<th>investment incentives</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sub-optimal allocation of capital</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>High taxes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Sub-optimal level of international trade</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Globally higher unemployment</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Difficulty of international relation — economic disputes among states</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Governments support mainly capital</td>
<td>domestic</td>
<td>foreign</td>
</tr>
<tr>
<td>Global level of investment</td>
<td>decreases</td>
<td>rises</td>
</tr>
<tr>
<td>International trade</td>
<td>decreases</td>
<td>-</td>
</tr>
<tr>
<td>Intra MNC trade (trade inside MNCs as groups)</td>
<td>-</td>
<td>rises</td>
</tr>
</tbody>
</table>

Source: Evan, 2006; self-prepared.

A logical summary of this theory can be found e.g. in Evan (2006 and 2010). Evan (2006) uses the notion “neomercantilism” for intense government intervention in favour of FDI due to its similarity to the corresponding trade policy (focus on the wealth of own country).

3. Relationship between FDI and Corruption

It is often claimed that a good political environment, expressed e.g. by a democratic government and low corruption, is the main attraction for foreign direct investment (FDI). This opinion is still occasionally present in economic literature despite the fact there is little econometric evidence supporting it. Taking into account the above-presented theory, we are, however, more inclined to believe this claim not to be true for two main theoretical reasons.

---

2 It is important to stress that nowadays there is no regulation of this intervention at the intergovernmental level, as in case of the World Trade Organization for trade policy, which makes this comparison justifiable.
Firstly, the claim is based on the assumption that, generally, a liberal investment climate is present in the FDI host countries, at least, in the developed world; see *e.g.* the UNCTAD World Investment Report (WIR). According to WIR, since 1991 there is a growing number of countries, which WIR denotes as liberalizing their investment regimes, and since 2004 it is over 100 countries every year. WIR, nevertheless, does not distinguish between legislature strengthening functions of the market (a liberal approach) and increasing investment incentives, *e.g.* in the form of co-financing, tax cuts, patents lasting several decades or research grants (a protectionist/government intervention approach).³ Investment incentives, however, do not necessarily have to be provided by democratic and corruption-free governments; see *e.g.* the case of the Soviet Union in the 1920s and 1980s and the recent increase in FDI inflows into China and Vietnam; and into Russia and other former USSR states, countries with a relatively high corruption.

Secondly, the nature of incentives as subsidies itself, strengthened by a stronger position of MNCs (there is more competition on the side of host countries over FDI than on the side of investors) leads to negotiations between MNCs and governments of the host countries, which may be subject to corruption and lobbyism, *i.e.* MNCs private or public offerings to politicians/governments in exchange for additional advantages.⁴ MNCs affiliates in host countries may also unwillingly (in case of systemic corruption) or, in certain cases, even willingly (if acceptable in MNCs culture) participate in corruption practices.

The requirement of a good political environment may therefore be in practice compensated by government interventions (incentives) and by the culture of MNCs themselves, which may lead to weak or no relation between corruption and FDI.

### 4. Previous Theoretical and Econometric Studies

From the theoretical perspective, there is a large body of evidence of Dunning ownership-location advantages for different groups of countries. Lee and Mansfield (1996) in their comprehensive study proved for the case of the US MNCs, the largest investors in the world according to UNCTAD, a direct relationship between protection of intellectual property rights (IPRs) and receipts of unaffiliated royalties and licensing fees or incomes for the MNCs from FDIs in the host country. In the Czech Republic, a major FDI destination in the Central and Eastern Europe, there is also certain evidence supporting the link between investment incentive schemes presented or enlarged by the governmental agency CzechInvest and the increase in FDI inflow, see Dupal (2009). Petříček (2003) and Benáček (2010) also support the Dunning eclectic model, particularly the location advantage, with empirical evidence. Similar conclusions have been reached for Brazil,

---

³ Investment incentives in this respect usually represent additional “costs” for public finance, which further deteriorate existing budget deficits in some and lead to overall higher taxation in other countries.

⁴ Lobbyism in some forms can be considered as a legally acceptable form of corruption.
Russia, India, China and South Africa (the BRICS countries), see Vijayakumar, Sridharan and Rao (2010) and WIR since 2000.

From the econometric perspective, there are several studies examining the relationship between corruption and FDI. Al-Sadig (2009) employs data for 170 countries over the period from 1984 to 2004 without finding any convincing evidence of correlation between the two variables (yet he insists that the results should not be interpreted as evidence that the corruption levels in the host country do not reduce FDI inflows). Caetano and Caleiro (2005) use a complex methodology and a fuzzy logic approach to create samples of countries with negative relationship between inward FDI performance and perceived level of corruption. By using data from 97 countries, they define two clusters, one with high level corruption countries, where corruption is negatively correlated with FDI, and the second, formed by low level corruption countries, where the influence is not so evident. They suggest that when a country is not included in the high corruption cluster, the FDI are influenced by other factors. Another group of researchers states that there is no systematic relationship: e.g. Harrison (2003) shows that certain corrupt low potential countries are able to attract FDI inflows while others are not. In total, there is little empirical evidence of a strong negative link between CPI and FDI inflows in economic literature, which supports the theoretical assumptions.

5. Econometric Approach Developed in this Paper

In this paper, we examine the relationship between corruption, measured by a corruption perception indicator/index (CI), and foreign direct investment stock in a country in relative terms (FDI stock), as a measurement of long-term FDI inflows, on a panel dataset.

From the above presented theory and previous econometric studies on the topic, it is perceivable that the relationship between CI and FDI stock should be relatively weak due to the compensation effect created by investment incentives and MNCs culture, which will be the base of our hypothesis. However, the absence/weakness of an economic relationship can be econometrically expressed in more than one way. In general, it is possible to distinguish between four possible econometric relationships between CI and FDI stock; see Table 2.
### Table 2
Possible Econometric Relationships between CI and FDI Stock, Arranged from the Weakest to the Strongest

<table>
<thead>
<tr>
<th>Econometric relation</th>
<th>Interpretation</th>
<th>Hypothesis</th>
</tr>
</thead>
<tbody>
<tr>
<td>CI is stationary and cannot be influenced by non-stationary FDI stock in the long run.</td>
<td>Corruption is not influenced by any external factors in the long run and is fluctuating around a certain value.</td>
<td>Stacionarity Condition, SC</td>
</tr>
<tr>
<td>CI is non-stationary and CI and FDI stock are weakly correlated.</td>
<td>Corruption is influenced by external factors, however, not significantly by FDI.</td>
<td>Weak Correlation Condition, WCC</td>
</tr>
<tr>
<td>CI is non-stationary and CI and FDI stock are strongly correlated, but changes in CI are not Granger caused by changes in FDI stock.</td>
<td>Corruption is influenced by external factors and is significantly correlated with FDI, however, there are other factors causing changes in the two variables.</td>
<td>No Causality Condition, NCC</td>
</tr>
<tr>
<td>CI is non-stationary, significantly related to FDI stock and changes in CI are Granger caused by changes in FDI stock.</td>
<td>FDI has an important impact and improves political environment in countries.</td>
<td>-</td>
</tr>
</tbody>
</table>

Note: FDI stock can be considered non-(constant)stationary due to the existence of a time trend in most countries. Source: self-prepared.

From the table it is perceivable that the first three cases represent the absence / weakness of relationship between CI and FDI stock and the last one – a significant relation. Therefore, we will have to test three interrelated hypotheses: SC, WCC and NCC. This will help to determine the type of the econometric relationship between corruption and FDI.

**Testing SC hypothesis - methodology**

In the theory of statistics, see e.g. Arlt (1999), the definition of stationarity (weak stationarity / short memory)\(^5\) of a time series \(X_t\) consists of three simultaneous conditions for all \(t, k, h\) and \(m\):

1. The variation of \(X_t\) is finite, \(E(X_t^2) < \infty\);
2. The expectation of \(X_t\) is finite and does not depend on \(t\), \(E(X_t) = E(X_{t+h}) = \mu < \infty\);
3. The covariance between \(X_{t+m}\) and \(X_t\) depends only on \(m\) and does not depend on \(t\), \(COV(X_{t+m}, X_t) = COV(X_{t+m+h}, X_{t+h})\).

Non-stationarity or integration of degree \(d\), of the time series, i.e. \(X_t\) (presence of the unit root/long memory), is then the case when only the \(d\)-th difference of \(X_t\) (\(d\)\(X_t\)) fulfills the criteria of stationarity (in this paper, we will work mostly with the first differences).

---

\(^5\) Hereafter, by using the term “stationarity”, we will refer to the weak stationarity. The term strict or strong stationarity will be reserved for processes like independent and identically distributed random variables (iid).
To test the SC hypothesis and obtain accurate results, we use two unit root tests on CI: the augmented Dickey and Fuller (1979), ADF, test and the Kwiatkowski–Phillips–Schmidt–Shin (1992), KPSS, test.\(^6\) Both tests include a constant and no time trend (as stated in SC).

As the ADF and KPSS tests are applicable only to time series, to estimate the degree of integration (0 is stationarity, 1 and higher - unit roots) of panel data, their results for cross-sections have to be assessed with the help of another method. In this paper, we use Choi’s (2001) meta-analysis where the overall (composite) p-value is calculated from the p-values of ADF tests and p-value range estimations of KPSS tests in individual cross-sections.

Panel data can be then considered stationary and SC proved, if the overall p-value is lower (in case of the ADF test) or higher (in case of the KPSS test) than 0.01, 0.05 and 0.1.

**Testing WCC hypothesis - methodology**

To test the WCC hypothesis for a single year or cross-section, it would be sufficient to use a standard Pearson (product-moment) correlation coefficient (PCC),\(^7\) which varies from −1 to 1 inclusively, as a measurement of linear dependence between CI and FDI stock.

In a panel dataset, time or cross-sectional variation of PCC values can, however, be important, thus an estimation of a functional relationship is preferable. For this purpose we use a panel co-integration regression model (i.e. with correction for spurious relationships).

A panel co-integration model is a modification of the time series co-integration model, see e.g. Engle and Granger (1987) and Arlt (1997), and can be defined as a regression model where a) dependent and explanatory variables (regressors) are integrated of the same degree (at least 1) and b) the residuals are stationary.\(^8\) The model can be defined in the following form for unobserved/pooled and random effects (in this paper, we omit fixed effects, see below):

\[
CI_{i,t} = \beta_0 + \beta_1 FDI_{-stock_{i,t}} + \varepsilon_{i,t} \quad (1)
\]

\[
CI_{i,t} = \beta_0 + \beta_1 FDI_{-stock_{i,t}} + \nu_i + \varepsilon_{i,t} \quad (2)
\]

where \(i\) and \(t\) stand for the cross-sections and corresponding years and \(\nu_i\) for random effects.

---

\(^6\) Unlike other hypothesis testing, there is no single methodology for verifying the presence of unit roots in time series. Therefore, it is always advisable to use more than one test. ADF and KPSS also have different logic: the H0 hypothesis of the ADF test is the presence of a unit root in the time series, whilst the H0 of the KPSS test is the time series’ stationarity.

\(^7\) This would include eventual de-trending for time series.

\(^8\) In the approach developed by Engle and Granger, in order to form a co-integration relationship, the residuals of a regression model need to be integrated in a lower degree than the dependent and explanatory variables. In econometric relationships, however, the condition of zero integration is more frequently used.
Due to the absence of single approach to panel unit root testing, panel co-integration techniques also vary among authors. The latest important contribution to this problem was made e.g. by Kao (1999).

In this paper, we refer to the Choi’s (2001) meta-analysis approach under the assumption that cross-sections in CI and FDI stock are almost homogenously integrated to the same degree and that the residuals of the model are almost homogenously stationary. This enables Choi’s meta test to be an accurate measurement of co-integration relationships with a small degree of mistakes (presence of non-cointegrated relationships between panel datasets).

Provided this assumption holds, WCC will be proved, if SC is true or there is co-integration between CI and FDI stock and a) the $R^2$ of the pooled regression is relatively small and/or b) the regression coefficient of FDI stock is not statistically significant (p-value is greater than 0.1).

**Testing NCC hypothesis - methodology**

To test the NCC hypothesis, we use a panel Granger causality test (an F-test of relationship between the dependent variable and lagged values of an explanatory variable) for first differences in CI and FDI stock under the condition of their stationarity (which is a requirement of the test). This method was developed by Granger (1969) for time series data.

The panel version of the Granger test is relatively new to econometrics and is still in process of development. The main contributors to this topic are Hurlin and Venet (2001), Hurlin (2004a and 2004b) and Hurlin and Dumitrescu (2012) and e.g. Hood, Kidd and Morris (2006), as well as several other authors.

The model can be expressed in the following form under the assumption of equal number of lags ($k$)\(^9\) for all variables for unobserved / pooled effects and random effects (fixed effects are omitted, see below):

\[
\Delta CI_{i,t} = \beta_0 + \sum_{j=1}^{k} \beta_j \Delta CI_{i,t-j} + \sum_{h=1}^{k} \gamma_h \Delta FDI_{stock_{i,t-h}} + \varepsilon_{i,t}
\]

\[
\Delta CI_{i,t} = \beta_0 + \sum_{j=1}^{k} \beta_j \Delta CI_{i,t-j} + \sum_{h=1}^{k} \gamma_h \Delta FDI_{stock_{i,t-h}} + v_t + \varepsilon_{i,t}
\]

where $i$ and $t$ stand for cross-sections and years and $k$ for the number of lags.

The main problem of the panel Granger causality models is the absence of a single method of overall causality assessment. Hurlin (2004b) proposes a $\chi^2$ – test based on the average

---

\(^9\) We will use this frequently applied restriction due to the small number of years in panel data, see below.
Wald (1943) statistic, which is, in fact, very similar to Choi’s (2001) meta-analysis approach. However, as this test is not part of standard statistical software packages, it requires manual computing of Wald statistics for each cross section, which becomes difficult in bigger datasets (as in our case, see below).

In this paper we will therefore refer to the general logic of relationships between dependent variable and regressors in a panel regression (as Granger causality test is based on a standard regression model) by comparing between-group and total variance. A relatively low share of between-group variance (less than .5) will enable the overall Wald test to be considered a relatively accurate estimation of the overall causality (homogenous causality or non-causality, HC and HNC, Hurlin and Venet, 2001), otherwise we can speak of a mixed, difficultly interpretable result (heterogeneous causality or non-causality, HEC and HENC).

The NCC will be proved when SC and WCC are true or a) the conditions for the overall Wald test are met (otherwise, the results will be difficult to interpret) and b) coefficients of lagged changes in FDI stock are not statistically significant.

**Problem of corruption indicator estimation and data availability**

Calculations of the SC, WCC and NCC hypotheses also need to be adjusted to two problems.

Firstly, CI unlike FDI stock is calculated on the basis of surveys and therefore is a subjective measure of corruption whose estimates may vary among institutions. Therefore, to obtain robust results, we use CIs from three different sources: the Transparency International’s Corruption Perception Index (CPI), the World Bank Control of Corruption Indicator (COC), a part of the Worldwide Governance Indicators (WGI) database, and the Heritage Foundation’s Freedom from Corruption Index (FFC), and a part of the Index of Economic Freedom (IEF).

For FDI stock, we use the data from the UN Conference on Trade and Development (UNCTAD) UnctadStat database, expressed as percentage of GDP, in order to reflect economic growth in countries.

Secondly, we do not possess enough data to cover all countries of the world. In order to obtain a consistent dataset on CIs and FDI stock and exclude the influence of the global crisis (2008–2012), we could select data only for 94 countries for the years 1998–2007.

---

10 Wald F-tests are used to estimate the statistical significance of a group of explanatory variables in the model.

11 Alternatively, it is possible to use FDI stock *per capita*. FDI stock in terms of GDP, however, allows us to reflect economic development, which can exceed the growth of FDI stock in terms of population in some of the countries, and thus correct for overstatement of importance.

12 During the crisis there was a decline in FDI flows in the world, which can bias the results (e.g. in the form of a decrease in FDI stock which does not influence corruption).
(in total, 940 observations)\(^{13}\) where we still performed interpolations/extrapolations for COC for the years 1999 and 2001 (before 2002 the World Bank conducted bi-annual surveys) and for CPI for individual years (the structure of countries in Transparency International’s surveys is variable in time).\(^{14}\) The time series are therefore short, which may lead to lower estimate quality (the problem is addressed below). The list of countries can be found in Appendix.

Our dataset therefore represents a sample, which may not be an accurate representation of the entire population. Unfortunately, at present, there are no widely used statistical methods to solve this problem with the exception of several, e.g. Kelley and Maxwell (2003) estimators. Thus, in this paper, we attempt to solve it through traditional statistical methods:

a) Using random effects models instead of fixed effects (the sample is in fact randomly created) and

b) Including two factors in regression models, which we assume to reflect the differences between countries: the economic level, measured by real GDP \(\text{per capita}\), and cultural dimension expressed as geographic location in one of thirteen regions (Western Europe, Central and Eastern Europe, Eastern Europe, North America, Central America and Caribbean, Latin America, Middle/Central Asia, Southeastern Asia, Other Asia, Middle East, Northern Africa, Other Africa and Pacific expressed as 12 dummy variables).\(^{15}\)

These corrections enable us to use the original sample without excluding high or low corruption countries or dividing it into two groups, as in the study of Caetano and Caleiro (2005). We also apply Newey-West (1987) standard errors estimator (HAC) in pooled panel regression models in order to provide for heteroscedasticity and improve the estimates’ quality, \(i.e\). to compensate for the length of the paneled time series.

6. Results

Table 3 compares characteristics of distributions of the three CIs (CPI, COC and FFC) and assesses their mutual correlation with the help of Pearson correlation coefficients (PCC).

From this table it is perceivable that all the three CIs have similar mean values (around 5, 0 and 50), median values (somewhat slightly below 5, 0 and 50) and variation (values of the C. V. are around 50% except for COC which has different measurement units). All the three distributions are positively skewed (more numerous are countries with lower CI values, \(i.e\). higher corruption) and platykurtic (U-shaped, having two peaks: for high and very low corruption), thus not normal (Gaussian); see the example in Figure 1 below.

\(^{13}\) Values before 1998 were not available for some of the CIs, mainly CPI.

\(^{14}\) Due to the high correlation between the three CIs (see below), we estimated missing values with the help of other CIs, mainly FFC as the most complete dataset, using averages and regression analysis.

\(^{15}\) Western Europe is selected as the default geographic region. Russia is included in the Eastern Europe, Turkey in the Middle East and Australia and New Zealand in the Pacific.
<table>
<thead>
<tr>
<th>Indicator</th>
<th>CPI</th>
<th>COC</th>
<th>FFC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value range (original)</td>
<td>1–10</td>
<td>-2.5–2.5</td>
<td>0–100</td>
</tr>
<tr>
<td>Mean value</td>
<td>4.7587</td>
<td>0.2929</td>
<td>47.6230</td>
</tr>
<tr>
<td>Median value</td>
<td>4.0000</td>
<td>-0.0068</td>
<td>41.0000</td>
</tr>
<tr>
<td>Minimum</td>
<td>1.0000</td>
<td>-1.4455</td>
<td>7.0000</td>
</tr>
<tr>
<td>Maximum</td>
<td>10.000</td>
<td>2.6419</td>
<td>100.0000</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>2.3588</td>
<td>1.0788</td>
<td>23.6340</td>
</tr>
<tr>
<td>Coef. of variation</td>
<td>0.4957</td>
<td>3.6836</td>
<td>0.4963</td>
</tr>
<tr>
<td>Skewness (3\textsuperscript{rd} moment)</td>
<td>0.6955</td>
<td>0.5752</td>
<td>0.6489</td>
</tr>
<tr>
<td>Kurtosis (4\textsuperscript{th} moment)</td>
<td>-0.7667</td>
<td>-0.8702</td>
<td>-0.7480</td>
</tr>
<tr>
<td>Within st. deviation</td>
<td>0.3962</td>
<td>0.1855</td>
<td>5.2182</td>
</tr>
<tr>
<td>Between st. deviation</td>
<td>2.3399</td>
<td>1.0695</td>
<td>23.2210</td>
</tr>
<tr>
<td>Mutual correlation, PCC</td>
<td>1.0000</td>
<td>0.9789</td>
<td>0.9720</td>
</tr>
<tr>
<td></td>
<td>1.0000</td>
<td>0.9604</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.0000</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: The maximum value of COC slightly exceeds its original value range as a result of interpolations.
Source: self-prepared.

Figure 1
Distribution of CPI in Comparison with the Normal Distribution

Note: $\chi^2(2)$ statistic is greater than the 1% percentile for 2 degrees of freedom, thus CPI is not normally distributed at the 99% probability level.
Source: Gretl, self-prepared.
It is also perceivable that variation between cross-sections is significantly greater than within cross-sections, which makes the sample significantly heterogeneous and requires the use of resampling, break-up into groups or corrections for its adjustment (as in our approach).

Nevertheless, as all the three CIs are mutually correlated of more than 95% (which actually proves that surveys conducted by different institutions can estimate corruption relatively accurately),\textsuperscript{16} it is sufficient to concentrate only on one CI in future calculations. We will focus our attention on the Heritage Foundation’s FFC index, as the most complete dataset (whose values did not need to be interpolated). Others will be used as additional verification.

**Stationarity Condition (SC)**

The results of the Choi meta-tests based on ADF and KPSS tests for 94 countries are presented for FFC and additionally for CPI and COC in Table 4.

Table 4

<table>
<thead>
<tr>
<th>Results of Choi meta-tests for CIs</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>FFC</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td><strong>KPSS test for CPI (without trend)</strong> (H0: all groups are stationary)</td>
</tr>
<tr>
<td>Lag truncation parameter = 2</td>
</tr>
<tr>
<td>Choi meta-tests:</td>
</tr>
<tr>
<td>Inverse chi-square(188) = 442.114 [0.0000]</td>
</tr>
<tr>
<td>Inverse normal test = -12.6874 [0.0000]</td>
</tr>
<tr>
<td>Logit test: t(474) = -12.0581 [0.0000]</td>
</tr>
<tr>
<td>Note: these are LOWER BOUNDS on the true p-values</td>
</tr>
<tr>
<td>(Individual p-values &gt; .10, and recorded as .10: 70)</td>
</tr>
</tbody>
</table>

\textsuperscript{16} In this respect, we use the term “accurately” only in assessing the datasets’ variation.
CPI

Augmented Dickey-Fuller test for CPI (H0: all groups have unit root) including 2 lags of (1-L)CPI
test with constant
model: (1-L)y = b0 + (a-1)*y(-1) + ... + e
Choi meta-tests:
Inverse chi-square(188) = 981.727 [0.0000]
Inverse normal test = -5.00236 [0.0000]
Logit test: t(474) = -18.1875 [0.0000]

KPSS test for CPI (without trend) (H0: all groups are stationary)
Lag truncation parameter = 2
Choi meta-tests:
Inverse chi-square(188) = 440.789 [0.0000]
Inverse normal test = -12.6503 [0.0000]
Logit test: t(474) = -12.017 [0.0000]
Note: these are LOWER BOUNDS on the true p-values
(Individual p-values > .10, and recorded as .10: 65)

COC

Augmented Dickey-Fuller test for CPI (H0: all groups have unit root) including 2 lags of (1-L)CPI
test with constant
model: (1-L)y = b0 + (a-1)*y(-1) + ... + e
Choi meta-tests:
Inverse chi-square(188) = 236.764 [0.0092]
Inverse normal test = 0.368798 [0.6439]
Logit test: t(474) = -0.166838 [0.4338]

KPSS test for CPI (without trend) (H0: all groups are stationary)
Lag truncation parameter = 2
Choi meta-tests:
Inverse chi-square(188) = 441.097 [0.0000]
Inverse normal test = -12.6591 [0.0000]
Logit test: t(474) = -12.0266 [0.0000]
Note: these are LOWER BOUNDS on the true p-values
(Individual p-values > .10, and recorded as .10: 69)

Note: The number of lags was selected with the help of the Schwert (1988, p. 7) criterion for yearly data: \( \text{Int}( 4(T/10)^{.25} ) \), where \( \text{Int} \) is integer function and \( T \) is the number of years (in our case \( T = 10 \)).
Source: Gretl, self-prepared.

The Choi meta-tests show that FFC (and also CPI and COC) is heterogeneous in terms of integration, but mostly stationary. The share of stationary time series in the panel datasets is 70 / 94, \( i.e. \) 74.5% (69.1% and 73.4%).\(^{17}\) The SC criterion is not strictly met according to our definition, however, the share may be sufficient for this hypothesis to be still true, if co-integration relationships between CI and FDI stock time series are not numerous.

---

\(^{17}\) As the results are approximately the same, we will refrain from using CPI and COC in further calculations.
Weak correlation and no causality conditions (WCC and NCC)

Table 5 presents the results of Choi meta-tests for FDI stock based on ADF and KPSS tests for 94 countries.

Table 5
Results of Choi meta-tests for FDI Stock

<table>
<thead>
<tr>
<th>FDI stock</th>
<th>Augmented Dickey-Fuller test for CPI (H0: all groups have unit root)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>including 2 lags of (1-L)CPI</td>
</tr>
<tr>
<td></td>
<td>test with constant</td>
</tr>
<tr>
<td></td>
<td>model: (1-L)y = b0 + (a-1)y(-1) + ... + e</td>
</tr>
<tr>
<td></td>
<td>Choi meta-tests:</td>
</tr>
<tr>
<td></td>
<td>Inverse chi-square(188) = 371.485 [0.0000]</td>
</tr>
<tr>
<td></td>
<td>Inverse normal test = 8.50046 [1.0000]</td>
</tr>
<tr>
<td></td>
<td>Logit test: t(474) = 7.72568 [1.0000]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>KPSS test for CPI (without trend) (H0: all groups are stationary)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lag truncation parameter = 2</td>
</tr>
<tr>
<td>Choi meta-tests:</td>
</tr>
<tr>
<td>Inverse chi-square(188) = 472.289 [0.0000]</td>
</tr>
<tr>
<td>Inverse normal test = -13.5327 [0.0000]</td>
</tr>
<tr>
<td>Logit test: t(474) = -12.9961 [0.0000]</td>
</tr>
<tr>
<td>Note: these are LOWER BOUNDS on the true p-values</td>
</tr>
<tr>
<td>(Individual p-values &gt; .10, and recorded as .10: 27</td>
</tr>
</tbody>
</table>

Note: The number of lags was selected with the help of the Schwert (1988, p. 7) criterion for yearly data: \( \text{Int}(4(T/10)^{.25}) \), where Int is integer function and T is the number of years (in our case T = 10).

Source: Gretl, self-prepared.

The Choi meta-tests show that FDI stock is also heterogeneously integrated, but mostly non-stationary. The share of non-stationary time series in the panel datasets is 67 / 94, i.e. 71.3%. According to the probability theory, there is therefore a \((1 - 0.745) \times 0.713 \times 100\% = 18.2\% \) chance that time-series in FFC and FDI stock are simultaneously non-stationary. The probability of a co-integration relationship (of stationarity of residuals) is thus even lower, e.g. 9.1%. (if the probability of residuals being stationary is 50%).

This means that there is a 81.8–90.9% probability that time series in the datasets fluctuate around a certain value or their mutual relationship is spurious.

To check the possible co-integration relationship in part of the time series (the WCC hypothesis for a part of datasets – it is impossible to perform an overall evaluation due to the heterogeneity in integration), we reduce the FFC and FDI stock datasets to only non-stationary time series, according to the results of ADF and KPSS tests (in total 20, see Appendix).

The results of the random effects model, see (2), extended to the real GDP per capita and geographical location dummies variables (left after the reduction) is presented in Table 6.
### Table 6
#### Results of the Random Effects (GLS) Model

Model 1: Random-effects (GLS), using 200 observations  
Included 20 cross-sectional units  
Time-series length = 10  
Dependent variable: FFC

<table>
<thead>
<tr>
<th></th>
<th>coefficient</th>
<th>std. error</th>
<th>t-ratio</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>const.</td>
<td>29.7809</td>
<td>6.55264</td>
<td>4.545</td>
<td>9.76e-06 ***</td>
</tr>
<tr>
<td>FDI_stock</td>
<td>-0.00570253</td>
<td>0.0138171</td>
<td>-0.4127</td>
<td>0.6803</td>
</tr>
<tr>
<td>RGDPPc</td>
<td>0.00125704</td>
<td>0.000185456</td>
<td>6.778</td>
<td>1.49e-10 ***</td>
</tr>
<tr>
<td>Dummy_CE_Europe</td>
<td>1.32112</td>
<td>6.04086</td>
<td>0.2187</td>
<td>0.8271</td>
</tr>
<tr>
<td>Dummy_C-America</td>
<td>10.0064</td>
<td>7.36604</td>
<td>1.358</td>
<td>0.1759</td>
</tr>
<tr>
<td>Dummy_L_America</td>
<td>-1.69396</td>
<td>8.50816</td>
<td>-0.1991</td>
<td>0.8424</td>
</tr>
<tr>
<td>Dummy_SE_Asia</td>
<td>28.6954</td>
<td>7.01038</td>
<td>4.093</td>
<td>6.28e-05 ***</td>
</tr>
<tr>
<td>Dummy_O_Asia</td>
<td>13.5347</td>
<td>6.27182</td>
<td>2.158</td>
<td>0.0322 **</td>
</tr>
<tr>
<td>Dummy_N_Africa</td>
<td>8.70431</td>
<td>8.74014</td>
<td>0.9959</td>
<td>0.3206</td>
</tr>
<tr>
<td>Dummy_O_Africa</td>
<td>3.74515</td>
<td>7.35212</td>
<td>0.5094</td>
<td>0.6111</td>
</tr>
</tbody>
</table>

Mean dependent var.      50.91500  
S.D. dependent var.      20.52301

Sum squared resid.       10439.89  
S.E. of regression       7.393179

Log-likelihood           -679.2949  
Akaike criterion         1378.590

Schwarz criterion        1411.573  
Hannan-Quinn             1391.938

‘Within’ variance = 32.1667  
‘Between’ variance = 34.0389

theta used for quasi-demeaning = 0.692591

Breusch-Pagan test -  
Null hypothesis: Variance of the unit-specific error = 0  
Asymptotic test statistic: Chi-square(1) = 77.921  
with p-value = 1.07243e-18

Test for omission of variables (Wald test) -  
Null hypothesis: parameters are zero for the variables RGDPPc, Dummy_CE_Europe,  
Dummy_C_America, Dummy_L_America, Dummy_SE_Asia, Dummy_O_Asia, Dummy_N_Africa,  
Dummy_O_Africa  
Test statistic: F(8, 190) = 23.0584  
with p-value = P(F(8, 190) > 23.0584) = 1.90972e-24

Note: Hausman test was omitted due to the use of sample. Its p-value was 0.037 (which is above 0.01 criterion).  
Source: Gretl, self-prepared.

From the table, it is perceivable that a) random effects are applicable according to the Breusch-Pagan (1979) test, *i.e.* there are significant panel effects in the dataset at the 99% probability level, b) the variance between groups is not greater than within groups (the sample is not significantly heterogeneous), c) the correction variables are significant according to the Wald (1943) F-test and d) the coefficient estimate of the FDI
stock is not statistically significant (which proves the WCC hypothesis), weak and even has a negative sign (i.e. an increase in FDI stock increases corruption, as lower values of CIs represent high corruption) and e) the most important factor influencing FFC is the real GDP per capita.

The residuals of the model are normally distributed ($\chi^2(2)$ - statistic is 1.328 with p-value of 0.515), but not homogenously stationary, see Table 7.

Table 7
Results of Choi meta-tests for Residuals of the Random Effects Model

<table>
<thead>
<tr>
<th>Test Type</th>
<th>Description</th>
<th>Test Statistic</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Augmented Dickey-Fuller test for CPI (H0: all groups have unit root)</td>
<td>including 2 lags of (1-L)uhat</td>
<td>Inverse chi-square(40) = 62.1237 [0.0140]</td>
<td></td>
</tr>
<tr>
<td>Choi meta-tests:</td>
<td></td>
<td>Inverse normal test = 0.324197 [0.6271]</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Logit test: t(104) = 0.0890898 [0.5354]</td>
<td></td>
</tr>
<tr>
<td>KPSS test for CPI (without trend) (H0: all groups are stationary)</td>
<td>Lag truncation parameter = 2</td>
<td>Inverse chi-square(40) = 97.3041 [0.0000]</td>
<td></td>
</tr>
<tr>
<td>Choi meta-tests:</td>
<td></td>
<td>Inverse normal test = -6.05181 [0.0000]</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Logit test: t(104) = -5.82544 [0.0000]</td>
<td></td>
</tr>
<tr>
<td>Note: these are LOWER BOUNDS on the true p-values</td>
<td>(Individual p-values &gt; .10, and recorded as .10: 7)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: The number of lags was selected with the help of the Schwert (1988, p. 7) criterion for yearly data: $\text{Int}(4(T/10)^{.25})$, where Int is integer function and T is the number of years (in our case T = 10).

Source: Gretl, self-prepared.

The co-integration relationship thus exists only for 13 countries and Choi meta-tests point to the almost homogenous non-stationarity of residuals.

Therefore, we can consider the SC hypothesis to be valid for 81 countries out of 94 (86.2%) and the WCC hypothesis – for the rest (13.8%). This automatically proves the NCC hypothesis without the need of using Granger causality tests, see (4). In fact, we can consider SC to be roughly valid for the whole dataset. And, as all three hypotheses are proved, it is possible to state that, based on our sample, there seems to be no significant (systematic) relationship between corruption and FDI at the world level, which confirms the findings of Harrison (2003).

7. Can Improvement in Corruption Attract More FDI?

The final question, which is important to ask, is whether there is certain causality between decreasing levels of corruption and increases in FDI (in the opposite direction compared to our analysis). From the theoretical point of view, the total improvement in business environment and good economic results indeed attract more FDI. However, our econometric verification does not prove significant relationship between corruption and FDI.
The changes in the levels of corruption and FDI, according to our results, are, most likely, caused by some third factors, e.g. the real GDP per capita (see the strong relationship between it and FFC for 13 countries), or are of a cyclical/repeated character (as CI are mostly stationary), e.g. in expansion phases of the business cycle. More research on this matter is, however, needed to draw reliable conclusions.

8. Conclusions

In this paper, we attempted to present a theoretical explanation and econometric verification of the weak relation between corruption (as a representation of the political environment) and FDI inflows in countries. After a theoretical explanation of compensation effects (investment incentives and cultural influences), we performed an econometric study using three theoretically-based hypotheses: that corruption perception indicator is a stationary variable (SC), that the co-integration relationship between corruption and foreign direct investment stock is statistically weak (WCC) and that changes in foreign direct investment stock do not Granger cause changes in corruption (NCC).

All hypotheses were proved on the panel data sample of 94 countries for the years 1998–2007. Increases in FDI stock therefore do not seem to improve the political environment of countries at the world level and vice versa. Used time series were, however, very short, which may affect the econometric results.

Appendix:

List of countries in the original dataset (94): Argentina, Australia, Austria, Belarus, Belgium, Bolivia, Botswana, Brazil, Bulgaria, Cameroon, Canada, Chile, China, Colombia, Costa Rica, Côte-d’Ivoire, Croatia, the Czech Republic, Denmark, Dominican Republic, Ecuador, Egypt, El Salvador, Estonia, Ethiopia, Finland, France, Germany, Ghana, Greece, Guatemala, Honduras, Hong Kong, Hungary, Iceland, India, Indonesia, Ireland, Israel, Italy, Jamaica, Japan, Jordan, Kazakhstan, Kenya, Latvia, Lithuania, Luxembourg, Malawi, Malaysia, Mauritius, Mexico, Moldova, Morocco, Namibia, Netherlands, New Zealand, Nicaragua, Nigeria, Norway, Pakistan, Panama, Paraguay, Peru, Philippines, Poland, Portugal, Romania, Russia, Senegal, Singapore, Slovak Republic, Slovenia, South Africa, South Korea, Spain, Sweden, Switzerland, Taiwan, Tanzania, Thailand, Trinidad & Tobago, Tunisia, Turkey, Uganda, Ukraine, the United Kingdom, Uruguay, USA, Uzbekistan, Venezuela, Vietnam, Zambia and Zimbabwe.

List of countries in the reduced dataset (20): Austria, Bulgaria, Colombia, Costa Rica, Côte-d’Ivoire, Greece, Hong Kong, Iceland, Jamaica, Latvia, Lithuania, Morocco, Poland, Romania, Singapore, Slovenia, South Africa, Spain, Taiwan and Zambia.
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